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CHEMISTRY 

verIDENTIFICATION AND DETERMINATION OF 2,5-

DIMETOXY-4-BROMOPHENETHYLAMINE (2C-B) IN REAL 

SAMPLE BY GC-MS METHODS AND DERIVATIZATION AFTER 

SPE PREPARATION 

VERA LUKIĆ1, RUŽICA MICIĆ2, ŽIVANA RADOSAVLJEVIĆ2* 

1Institute of Forensic Medicine, Faculty of Medicine, University of Beograd, Beograd, Serbia 
2Faculty of Sciences and Mathematics, University of Priština in Kosovska Mitrovica, Kosovska Mitrovica, Serbia 

ABSTRACT 

The abuse of new psychoactive substances is attracting a lot of attention from the world public. There is an 

increasing use among young people, who are not aware of the harmful effects of this substances. Some of these 

substances may have been around for years, but have reemerged in the market in altered chemical forms and 

launched as legal alternatives to common drugs of abuse. This paper describes application of gas chromatography 

coupled with mass spectrometry method (GC-MS) to identify 2,5-dimetoxy-4-bromophenethylamine (2C-B) 

compound in urine sample after solid phase extraxtion and derivatization with N-methyl-bis-trifluoroacetamide 

(MBTFA). Gas chromatographic separation of TFA derivative of 2C-B (2C-B TFA) was successfully performed 

using DB-5MS capillary column (5% diphenyl-95% dimethilsiloxane). Selected ion monitoring (SIM) technique 

was used for qvantitative analyses wich was performed using matrix mached calibratores, whereby good results 

were achieved. Urine sample wich contained 2C-B was obtained within International Quality Assurance 

Programme - International Collaborative Exercises (ICE) program organized by the scientific department of 

United Nations Office on Drugs and Crime (UNODC). The aim of this study was to develop a simple and sensitive 

method of gas chromatography mass spectrometry (GC-EI-MS) for the identification, extraction and quantitative 

analysis of 2C-B in the urine sample, which is near the blood remains a priority analyzed matrix in c linical and 

forensic toxicology. 

Keywords: New psychoactive substances (NPS), Phenethylamines, 2-CB, GC-MS method. 

INTRODUCTION 

New psychoactive substances (NPS, or better known as 

"legal highs" products) denote synthetically modified natural 

substances or completely newly designed molecular structures, 

which lead to a number of harmful effects when consumed, often 

even ends in death. (National Forensic Service (2014) Special 

report; Wikström et al., 2013). 

This group of compounds includes synthetic cannabinoids, 

cathinones, phenethylamines, piperazines and tryptamine. 

Pheneteliamines are a group of compounds that contain 

chemical structures that are in fact molecular variants of basic 

compounds, ie. amphetamines, 3,4-

methylenedioxymethamphetamine (MDMA), etc. A series of 

modifications in the basic structure, which are partially induced 

by natural products, can significantly change the 

pharmacological activity, and create a new compound, with 

completely different effects that occur when consumed. (Jiang et 

al., 2014; Mahmoud et al., 2014; Choi et al., 2013). 2C-B is a 

psychedelic drug of the 2C family. It is a group of compounds 

with a common phenethylamine backbone, which contains two 

methoxy groups on benzene, at positions 2 and 5, as well as 

substituents that are different, at position 4 and, very rarely, at 

                                                             
* Corresponding author: zivana.radosavljevic30@gmail.com 

position 3. The general structure of 2C compaund and structure 

of 2C-B are shown in Figure 1 and Figure 2.  

 

Figure 1. General structure of 2C compound. 

 

Figure 2. Structure of 2C-B compound. 

2C-B (4-bromo-2,5-dimethoxy-b-phenethylamine) formed 

by benzene substitution, acts as an agonist at 5-HT2 (serotonin 2) 

receptors. (Cole et al., 2002; Hill et al., 2011). 

The GC-MS method can be used to identify and quantify 

psychoactive compounds, such as cannabinoids, amphetamines, 

cocaine, antidepressants, antipsychotics, etc. Samples were 

analyzed by this method after derivatization. (Pujades et al., 

2007). 
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This paper presents the application of the GC-MS method 

for the identification of a newly designed drug, using the SPE for 

sample preparation and with special emphasis on the 

derivatization procedure with MBTFA for qualitative and 

quantitative analysis of the newly designed drug 2C-B in a urine 

sample. Urine sample was obtained as a part of International 

Quality Assurance Programme, International Collaborative 

Exercises program organized by the scientific department of 

United Nations Office on Drugs and Crime. 

EXPERIMENTAL 

Materials and methods  

Chemical and reagents  

All chemicals were purchased in the highest  possible purity 

and used without any further purification. A reference standard 

of 4-Bromo-2,5-dimetoxyphenethylamine.hydrochloride (2C-

B.HCI) with chemical purity declared 99,3 % was purchased 

from Lipomed AG (Arlesheim, Switzerland). Methanol, ethyl 

acetate, n-hexane 2-propanol (HPLC grade, 99,9%), ammonium 

hydroxide (25%), hydrochloric acid (36%) were purchased from 

Fisher Scientific (Pittsburgh, PA). The derivatization reagent 

used for the acylation reaction was N-methyl-bis 

(trifluoroacetamide) (MBTFA), 98%, which was purchased from 

Macherey–Nagel GmbH & Co. (Düren, Germany). In this study, 

Strata X-C, 33 µm particle size, Polymeric Strong Cation, 60.0 

mg / 3.0 mL, solid-phase extraction (SPE) columns were used 

and were obtained from Phenomenex (Torrance). Blank urine 

samples, collected from volunteer laboratory personnel, were 

used for the development of the method. They were firstly 

screened by GC/MS to confirm absence of drugs. 

Calibration  standards 

Stock standard solution of 2C-B were prepared in methanol 

at a concentration of 1.0 mg/mL and stored at −20◦C. Five  

working standard solutions containing 2C-B at the following 

concentrations 5.0, 8.0, 10.0, 12.0, and 15.0 µg/mL, were 

prepared by mixing the appropriate volumes of the 

corresponding stock solution and then by diluting with methanol 

(stroed at −20ºC) .  

Spiked urine samples for calibration curves (calibrators) 

were prepared by spiking 1.8 mL of blank human urine with 

200.0 µl of working standard solutions. The five calibrators 

contained 2C-B  at concentrations of 0.5, 0.8, 1.0, 1.2 and         

1.5 µg/mL. 

Sample preparation 

Strata-X-C cc (60 mg) columns (Phenomenex) were used 

for SPE extraction of 2C-B from urine samples (spiked urine 

samples and urine sample from ICE program). 3 mL of urine 

sample was acidified with 30.0 μL of 5.0 M HCl. The SPE 

column was conditionered  with 2.0 mL of 0.1 M MeOH and   

2.0 mL of deionized water at a rate of 2.0 mL/min. Then 2.0 mL 

urine sample was loaded at a rate of 2.0 mL/min. Rinsing was 

made by 2.0 mL of 0.1 M NaOH at a rate of 2 mL/min, 2.0 mL 

of deionized water at a rate of 8 mL/min and 4.0 mL of hexane at 

a rate of 8 mL/min. After washing the column, elution was 

performed with 3.0 mL of 2-propanol/methylene 

chloride/ammonium hydroxide (80:20:2, v/v/v), at a rate of         

2 mL/min. The procedure is followed by acidification and 

evaporation by adding 100.0 μL of 1% HCl to each tube, before 

evaporation under N2. After evaporation of the extract (eluate) 

samples were derivatized with 50.0 μL of MBTFA (N-methyl-

bis-trifluoroacetamide). The reaction was performed at 80°C for 

15 min. Reconstitution in 200.0 μL of ethyl acetate is then 

performed. Gas-chromatographic separation TFA derivative of 

2C-B was successfully performed using DB-5MS capillary 

column (5% diphenyl-95% dimethilsiloxane). External standards 

method was used for quantification. The calibration curve is 

constructed using five calibrators, samples of spiked urine in 

which standard solutions were added to achieve 2-CB 

concentrations of 0.5, 0.8, 1.0, 1.2 and 1.5 µg/mL respectively 

(matrix-matched calibrator samples). Urine sample for ICE 

control program was analyzed after extraction and derivatization 

in the same way as the spiked samples. 

Gas chromatography–mass spectrometry analysis 

The GC/MS analysis was performed using a Shimadzu GC-

2010 Plus equipped with a Shimadzu AOC-5000 auto sampler 

system and interfaced with a Shimadzu QP 2010 Ultra mass 

spectrometer (Shimadzu, Tokyo, Japan).  

The GC was equipped with a split /splitless injection port 

operated at splitless mode. 1.0 µL of extract injecting into the 

GC–MS. The separation of analytes was carried out using a 

cross-linked DB-5MS capillary column (30 m × 0.25 mm 

i.d.,0.25  um film thickness) supplied by Agilent Technologies 

(Illinois, IL, USA). Helium was employed as the carrier gas and 

used at a flow rate of 1.32 mL / min. The temperatures of 

injection port, ion source and interface were 250, 200 and 280ºC, 

respectively. Initial oven temperature of 60ºC was held for 2 

min, followed by an increase to 280ºC at a rate of 20ºC/min and 

a final hold time of 4 min, resulting in a total run time of 17 min 

per sample with a solvent delay of 4.0 min. 

Ionization voltage of 70 eV was used to obtained full scan 

and selected ion monitoring of analytes in the m/z range 50–450 

at a scan rate of 3.62 scan/s. The mass spectrometer (MS) was 

operated in full scan and selected ion monitoring (EI/Scan/SIM 

and SIM) mode. 

RESULTS AND DISCUSSION 

Z-score of 0.6 for the our resultat of 1.38 µg/mL of 2C-B in 

the urine sample, was obtained after evaluation of results by ICE 

program organizers for round 2013/2 in wich 74 countries was 

participated. 
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Figure 3 shows ful scan mass spectrum TFA derivative of 

2C-B obtained from urine sample.  

For Selected ion monitoring we used tree ions m/z 242, m/z 

229 and m/z 148, Figure 4. 

 

Figure 3. EI GC-MS mass spectrum of TFA derivative of 2C-B. 

 

 

Figure 4. Chromatogram of three ions m/z 242, m/z 229 and m/z 

148 using for SIM mode. 

Calibration curve, which was constructed using five 

calibrators, matrix-matched calibrator samples is shown on 

Figure 5. Obtained correlation coefficient was r 2˃0,999. SIM 

mode was used for quantitative analyses. 

 

Figure 5. Calibration curve obtained from matrix matched 

calibrators of 2C-B TFA. 

In modern chemical analysis two specific trends can be 

noticed. One is the requirement for more sensitive and accurate 

analytical methods and the other for simpler methods that require 

as little as possible human intervention. Derivatization procedure 

use specific chemical changes to make analytical methods more 

sensitive and accurate.  

That usualy involve more human intervention than the 

direct use of advanced instrumentation. For this reason, 

derivatization is not the first choice when selecting an analytical 

method. But, the benefits of derivatization in many cases, are 

more important than the disadvantage of requiring human 

intervention (Serban,  2018). 

The advantages of its use are reflected on changes chemical 

properties derivatized analytes (higher volatility, better thermal 

stability) and therefore better separation, selectivity, sensitivity 

and identification of compounds. 

If combined with the GC-MS method, as shown within this 

study, derivatization can significantly increase the ability to 

identify new designed drug from phenethylamine group, 2-CB. 

Because compound from phenethylamine group              

(e.g methamphetamine, amphetamine and 

methylenedioxyphenylalkylamine derivatives, such as 3,4-

methylenedioxymethamphetamine (MDMA)) have relatively low 

molecular weights, high polarity, and volatility, derivatization is 

necessary when using gas chromatography for analysis 

biological samples in clinical and forensic toxicology. 

There are basically three types of derivatization reactions, 

such as alkylation (which is the main esterification process), then 

acylation and silylation. (Orata, 2012). 

In this study we were successfully applied acylation as one 

of the most popular derivatization reactions for primary and 

secondary amines to 2C-B and obtained stabile 2C-B TFA 

derivative that gave an enhanced response in GC compared with 

the parent compound. 
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CONCLUSIONS 

Identification of 2-CB compounds in samples of biological 

material is very important. With the help of GC-MS method, 

which is a very reliable and sensitive method, thanks to the 

library of mass spectra, this is the method of choice, together 

with derivatization of compounds, a successful analysis was 

achieved, and the presence of 2-CB compound in urine sample 

confirmed. 
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ABSTRACT

The goal of this paper is to present some novel probabilistic α-minimum contraction results on probabilistic 2-metric
spaces. Our findings are based on probabilistic 2-metric spaces, which are the probabilistic generalisations of 2-metric
spaces. An illustrative example backs up our findings.

Keywords: 2-Menger spaces, Cauchy sequence, Fixed point, ϕ-function, Altering distance function.

INTRODUCTION

Fixed point theory and its applications are important areas
of study in mathematics. Metric fixed point theory is used in dif-
ferential calculus, integral calculus, optimization problems, matrix
equations, and a variety of other disciplines of study. Probabilis-
tic 2-metric spaces (2-PMS), which are the probabilistic generali-
sation of 2-metric spaces, are studied in this paper. Zeng (1987)
pioneered these spaces in which distribution function plays the
role of metric. 2-Menger spaces are probabilistic 2-metric spaces
in which the triangle inequality is hypothesised using the t-norm.
Khan et al. (1984) developed the innovative notion of altering dis-
tance function in 1984. The "altering distance function" is a con-
trol function that changes the distance between two points in met-
ric space. In Choudhury & Das (2008), the concept of changing
the distance function has recently been expanded to the context
of Menger spaces. This control function is referred to as the ϕ-
function, and it is extremely useful for proving fixed point con-
clusions in Menger spaces. This approach is also applicable to
many other situations in this area, such as coincidence point prob-
lems. Some recent works using ϕ-function are mentioned in Bhan-
dari (2017a); Bhandari & Choudhury (2017); Bhandari (2017b);
Choudhury et al. (2012); Dutta et al. (2009). In recent research
works, probabilistic metric (PM) spaces have an important role.
Many authors have established various types of results on this
popular directions. Some generalized works in this line may be
referred as Kutbi et al. (2015); Mihet (2009).

Main features of this paper are following:
1. A new probabilistic α −min special type contraction result.
2. For such contraction, unique fixed point is obtained.
3. Here we use a control function.
4. An illustrative example validates our theorem.

PRELIMINARIES

Some important definitions and mathematical preliminaries
are discussed in this section. These are helpful to prove our main
results.

Definition 1. A distribution function (see Hadzic & Pap (2001);
Schweizer & Sklar (1983)) is a mapping Γ : R → R+ if it is non-
decreasing and left continuous with inf

η∈R
Γ(η) = 0 and sup

η∈R
Γ(η) = 1,

where R is the set of reals and R+ is the set of non-negative reals
respectively.

This function has an very important role in our present dis-
cussion.

Definition 2. A probabilistic metric space (briefly, PM-space)
Hadzic & Pap (2001); Schweizer & Sklar (1983) is an ordered
pair (S ,Γ), where S is a non-empty set and Γ is a mapping from
S × S into the set of all distribution functions. The function Γκ,µ is
assumed to satisfy the following conditions for all κ, µ, ν ∈ S ,

(i) Γκ,µ(0) = 0,
(ii) Γκ,µ(η) = 1 for all η > 0 if and only if κ = µ,

(iii) Γκ,µ(η) = Γµ,κ(η) for all η > 0,
(iv) if Γκ,µ(η1) = 1 and Γµ,ν(η2) = 1 then Γκ,ν(η1 + η2) = 1 for all
η1, η2 > 0.

The theory on these spaces have been discussed vastly in the
book of Schweizer and Sklar Schweizer & Sklar (1983).

Example 3. Let S = [0, 7] and Γκ,µ(η) =
η

η+|κ−µ|
, then (S ,Γ) is a

PM space.

Shi et al. (2003) introduced the following definition of n-th
order t-norm. It is a function which is used to construct our main
results.

Definition 4. A mapping T : Πn
i=1[0, 1] → [0, 1] is called a n-th

order t-norm if the following conditions are satisfied:

⋆ Corresponding author: skbhit@gmail.com
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(i) T (0, 0, . . . , 0) = 0, T (a, 1, 1, . . . , 1) = a for all a ∈ [0, 1],
(ii) T (a1, a2,, a3, . . . , an) = T (a2, a1, a3, . . . , an) =

T (a2, a3, a1, . . . , an) = . . . = T (a2, a3, a4, . . . , an, a1),
(iii) ai ≥ bi, i = 1, 2, 3, . . . , n, implies T (a1, a2, a3, . . . , an) ≥

T (b1, b2, b3, . . . , bn),
(iv) T (T (a1, a2, a3, . . . , an), b2, b3, . . . , bn)

= T (a1,T (a2, a3, . . . , an, b2), b3, . . . , bn)
= T (a1, a2,T (a3, a4, . . . , an, b2, b3), b4, . . . , bn)
...

= T (a1, a2, . . . , an−1,T (an, b2, b3, . . . , bn)).

When n = 2, we have a binary t-norm, which is commonly
known as t-norm.

In this paper we use third order minimum t-norm. The fol-
lowing are the examples of different types of third order t-norms:

(i) The minimum t-norm, ∆ = Tm, defined by Tm(a, b, c) =
min{a, b, c}.

(ii) The product t-norm, ∆ = Tp, defined by Tp(a, b, c) = a.b.c.
(iii) The Lukasiewicz t-norm, ∆ = TL, defined by

TL(a, b, c) = max{a + b + c − 1, 0}.

Menger spaces (see Hadzic & Pap (2001); Schweizer &
Sklar (1983)) are the particular types of probabilistic metric
spaces. The definition is given below.

Definition 5. A Menger space is a triplet (S ,Γ,∆), where S is a
non empty set, Γ is a function defined on S × S to the set of all
distribution functions and ∆ is a t-norm, such that the following
are satisfied:

(i) Γκ,µ(0) = 0 for all κ, µ ∈ S ,
(ii) Γκ,µ(s) = 1 for all s > 0 if and only if κ = µ,

(iii) Γκ,µ(s) = Γµ,κ(s) for all κ, µ ∈ S , s > 0 and
(iv) Γκ,µ(u+ v) ≥ ∆ (Γκ,ν(u),Γν,µ(v)) for all u, v ≥ 0 and κ, µ, ν ∈

S .

A metric space becomes a Menger probabilistic metric space
if we write Γκ,µ(η) = H(η − d(κ, µ)) where H is the Heavyside
function given by

H(η) =
{

1 if η > 0,
0 if η ≤ 0.

In 1963, S. Gähler (see Gähler (1963, 1965)) introduced the
concept of 2-metric spaces. In metric spaces we consider a real
valued function d on S × S but here we consider the real valued
function d on S × S × S .

Definition 6. Let S be a non empty set. A real valued function d
on S × S × S is said to be a 2-metric on S if for all κ, µ, ν,w ∈ S ,

(i) given distinct elements κ, µ ∈ S , there exists an element ν of
S such that

d(κ, µ, ν) , 0,

(ii) d(κ, µ, ν) = 0 when at least two of κ, µ, ν are equal,

(iii) d(κ, µ, ν) = d(κ, ν, µ) = d(µ, ν, κ),
(iv) d(κ, µ, ν) ≤ d(κ, µ,w) + d(κ,w, ν) + d(w, µ, ν).

When d is a 2-metric on S , the ordered pair (S , d) is called a 2-
metric space.

Example 7. If we consider three vertices κ, µ, ν of a triangle, then
area of triangle may be taken as d(κ, µ, ν). Then the metric function
d satisfies all the conditions of 2-metric.

A probabilistic 2-metric space is a probabilistic generaliza-
tion of 2-metric space. In 1987, Zeng Zeng (1987) introduced the
concept of probabilistic 2-metric spaces.

Definition 8. A probabilistic 2-metric space is an order pair (S ,Γ)
where S is an arbitrary set and Γ is a mapping from S × S × S
into the set of all distribution functions such that the following
conditions are satisfied:

(i) Γκ,µ,ν(η) = 0 for η ≤ 0 and for all κ, µ, ν ∈ S ,
(ii) Γκ,µ,ν(η) = 1 for all η > 0 if and only if at least two of κ, µ, ν

are equal,
(iii) for distinct points κ, µ ∈ S , there exists a point ν ∈ S such

that Γκ,µ,ν(η) , 1 for η > 0,
(iv) Γκ,µ,ν(η) = Γκ,ν,µ(η) = Γν,µ,κ(η) for all κ, µ, ν ∈ S and η > 0,
(v) Γκ,µ,w(η1) = 1, Γκ,w,ν(η2) = 1 and Γw,µ,ν(η3) = 1 then
Γκ,µ,ν(η1+η2+η3) = 1, for all κ, µ, ν,w ∈ S and η1, η2, η3 > 0.

Example 9. Let Γκ,µ,ν(η) =

 η
η+min |κ−µ|,|κ−ν|,|µ−ν| if η > 0,
0, if η ≤ 0,

for all (κ, µ, ν) ∈ S 3. Then (S ,Γ) is a probabilistic 2-metric spaces.

In Menger spaces, we use a function Γ which is defined on
S ×S to the set of all distribution functions but in case of 2-Menger
spaces (see Shih-sen & Nan-Jing (1989)) we use the function Γ
which is defined on S ×S ×S to the set of all distribution functions.

Definition 10. Let S be a nonempty set. A triplet (S ,Γ,∆) is said
to be a 2-Menger space if Γ is a mapping from S ×S ×S into the set
of all distribution functions satisfying the following conditions:

(i) Γκ,µ,ν(0) = 0,
(ii) Γκ,µ,ν(η) = 1 for all η > 0 if and only if at least two of
κ, µ, ν ∈ S are equal,

(iii) for distinct points κ, µ ∈ S there exists a point ν ∈ S such
that Γκ,µ,ν(η) , 1 for η > 0,

(iv) Γκ,µ,ν(η) = Γκ,ν,µ(η) = Γν,µ,κ(η), for all κ, µ, ν ∈ S and η > 0,
(v) Γκ,µ,ν(η) ≥ ∆(Γκ,µ,w(η1),Γκ,w,ν(η2),Γw,µ,ν(η3))

where η1, η2, η3 > 0, η1 + η2 + η3 = η, κ, µ, ν,w ∈ S and ∆ is the
3rd order t norm.

Definition 11. Hadzic (1994) A sequence {κn} in a 2-Menger
space (S ,Γ,∆) is said to be converge to a limit κ if given ϵ >
0, 0 < λ < 1 there exists a positive integer Nϵ,λ such that

Γκn,κ,a(ϵ) ≥ 1 − λ (1.1)
for all n > Nϵ,λ and for every a ∈ S .
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Definition 12. Hadzic (1994) A sequence {κn} in a 2-Menger
space (S ,Γ,∆) is said to be a Cauchy sequence in S if given
ϵ > 0, 0 < λ < 1 there exists a positive integer Nϵ,λ such that

Γκn,κm,a(ϵ) ≥ 1 − λ (1.2)
for all m, n > Nϵ,λ and for every a ∈ S .

In our main theorem we have used a complete 2-Menger
spaces. Completeness property of spaces have an important role in
our results.

Definition 13. Hadzic (1994) A 2-Menger space (S ,Γ,∆) is said
to be complete if every Cauchy sequence is convergent in S .

We use the following control function Φ which Choudhury
et al. presented in Choudhury & Das (2008).

Definition 14. A function ϕ : R → R+ is said to be a Φ-function
if it satisfies the following conditions:

(i) ϕ(η) = 0 if and only if η = 0,
(ii) ϕ(η) is strictly monotone increasing and ϕ(η) → ∞ as
η→ ∞,

(iii) ϕ is left continuous in (0,∞),
(iv) ϕ is continuous at 0.

Example 15. ϕ(η) = η2, ϕ(η) =
√
η, ϕ(η) = η are some examples

of Φ-function.

In numerous research works, many authors Choudhury
& Bhandari (2014); Choudhury et al. (2015); Choudhury &
Bhandari (2016) use this exciting property.

MAIN RESULTS

Motivated by Dutta et al. (2009); Gopal et al. (2014), we
begin this section by introducing the concept of α − min special
type contraction and α-admissible mappings in 2-Menger spaces.

Definition 16. Let (S ,Γ,∆) be a 2-Menger space and h : S → S
be a mapping. We say that h is an α−min special type contraction
mapping if there exits function α : S ×S × (0,∞)→ R+ satisfying
the following inequality

α(κ, µ, η)(
1

Γhκ,hµ,a(ϕ(η))
− 1)

≤ min(
1

Γκ,µ,a(ϕ( ηc ))
− 1,

1
Γκ,hκ,a(ϕ( ηc ))

− 1,
1

Γµ,hµ,a(ϕ( ηc ))
− 1) (1)

for all κ, µ, a ∈ S , η > 0, where 0 < c < 1, ϕ ∈ Φ.

Definition 17. Let (S ,Γ,∆) be a 2- Menger space, h : S → S be a
given mapping and α : S × S × (0,∞)→ R+ be a function, we say
that h is α-admissible if for all κ, µ, a ∈ S , and η > 0, we have

α(κ, µ, η) ≥ 1⇒ α(hκ, hµ, η) ≥ 1.

Theorem 18. Let (S ,Γ,∆) be a complete 2-Menger space, ∆ is
a minimum t-norm and h : S → S be an α − min special type
contraction mapping satisfying the following conditions:

(i) h is α-admissible,
(ii) there exists κ0 ∈ S such that α(κ0, hκ0, η) ≥ 1, for all η > 0,

(iii) if {κn} is a sequence in S such that α(κn, κn+1, η) ≥ 1 for all
n ∈ N and for all η > 0.

Then h has a unique fixed point, that is, there exists a point κ ∈ S
such that hκ = κ.

Proof. Let κ0 ∈ S be such that α(κ0, hκ0, η) ≥ 1 for all η > 0. We
consider a sequence {κn} in S so that κn+1 = hκn, for all n ∈ N,
where N is the set of natural numbers. Clearly, κn+1 , κn for all
n ∈ N, otherwise h has trivially a fixed point.
As h is α-admissible, we get α(κ0, hκ0, η) = α(κ0, κ1, η) ≥ 1
implies α(hκ0, hκ1, η) = α(κ1, κ2, η) ≥ 1. Also, by induction, we
get

α(κn, κn+1, η) ≥ 1, for all n ∈ N and for all η > 0.
From the properties of function ϕ, we can find η > 0 such that
Γκ0,κ1,a(ϕ(η)) > 0, for all a ∈ S .

Now, using (1) for all a ∈ S , η > 0 and c ∈ (0, 1), we get

1
Γκn+1,κn,a(ϕ(η))

− 1 =
1

Γhκn,hκn−1,a(ϕ(η))
− 1

≤ α(κn, κn−1, η)
1

Γhκn,hκn−1,a(ϕ(η))
− 1

≤ min(
1

Γκn,κn−1,a(ϕ( ηc ))
− 1,

1
Γκn,hκn,a(ϕ( ηc ))

− 1,

1
Γκn−1,hκn−1,a(ϕ( ηc ))

− 1)

= min(
1

Γκn,κn−1,a(ϕ( ηc ))
− 1,

1
Γκn,κn+1,a(ϕ( ηc ))

− 1,

1
Γκn−1,κn,a(ϕ( ηc ))

− 1)

= min(
1

Γκn+1,κn,a(ϕ( ηc ))
− 1,

1
Γκn,κn−1,a(ϕ( ηc ))

− 1).

(2)

The above inequality holds since α(κn, κn−1, η) ≥ 1.

We now claim that for all a ∈ S , η > 0, n ≥ 1 and c ∈ (0, 1),

min(
1

Γκn+1,κn,a(ϕ( ηc ))
− 1,

1
Γκn,κn−1,a(ϕ( ηc ))

− 1) =
1

Γκn,κn−1,a(ϕ( ηc ))
− 1,

(3)
holds.

If possible, let for some s > 0,

min(
1

Γκn+1,κn,a(ϕ( s
c ))
− 1,

1
Γκn,κn−1,a(ϕ( s

c ))
− 1) =

1
Γκn+1,κn,a(ϕ( s

c ))
− 1,

then using (2), we get

1
Γκn+1,κn,a(ϕ(s))

− 1 ≤
1

Γκn+1,κn,a(ϕ( s
c ))
− 1,

that is,
Γκn+1,κn,a(ϕ(s)) ≥ Γκn+1,κn,a(ϕ(

s
c

)), (4)
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which is impossible for all c ∈ (0, 1) (For ϕ(η) is strictly monotone
increasing, ϕ( s

c ) > ϕ(s), that is, Γκn+1,κn,a(ϕ( s
c )) ≥ Γκn+1,κn,a(ϕ(s)), by

the monotone property of Γ ). Then, for all η > 0 and a ∈ S , we
get

1
Γκn+1 ,κn ,a(ϕ(η)) − 1 ≤ 1

Γκn ,κn−1 ,a(ϕ( ηc )) − 1,
that is,

Γκn+1,κn,a(ϕ(η)) ≥ Γκn,κn−1,a(ϕ(
η

c
))

≥ Γκn−1,κn−2,a(ϕ(
η

c2 ))

...

≥ Γκ1,κ0,a(ϕ(
η

cn )).

Hence
Γκn+1,κn,a(ϕ(η)) ≥ Γκ1,κ0,a(ϕ(

η

cn )). (5)

Now, taking limit n → ∞ on both sides of (5), for all η > 0 and
a ∈ S , we obtain

lim
n→∞
Γκn+1,κn,a(ϕ(η)) = 1. (6)

Now, we have to prove that {κn} is a Cauchy sequence. On
the contrary, there exist ϵ > 0 and 0 < λ < 1 for which we can
find subsequences {κm(ℓ)} and {κn(ℓ)} of {κn} with m(ℓ) > n(ℓ) > ℓ
such that

Γκm(ℓ),κn(ℓ),a(ϵ) < 1 − λ. (7)

We take m(ℓ) corresponding to n(ℓ) to be the smallest integer
satisfying (7), so that

Γκm(ℓ)−1,κn(ℓ),a(ϵ) ≥ 1 − λ. (8)

If ϵ1 < ϵ then we have

Γκm(ℓ),κn(ℓ),a(ϵ1) ≤ Γκm(ℓ),κn(ℓ),a(ϵ).

So, it is feasible to construct {κm(ℓ)} and {κn(ℓ)}with m(ℓ) > n(ℓ) > ℓ
and satisfying (7), (8) whenever ϵ is replaced by a smaller positive
value. By the continuity of ϕ at 0 and strictly monotone increasing
property with ϕ(0) = 0, it is possible to find ϵ2 > 0 such that
ϕ(ϵ2) < ϵ.
Then, by the above condition, it is possible to get an increasing
sequence of integers {m(ℓ)} and {n(ℓ)} with m(ℓ) > n(ℓ) > ℓ such
that

Γκm(ℓ),κn(ℓ),a(ϕ(ϵ2)) < 1 − λ, (9)

and
Γκm(ℓ)−1,κn(ℓ),a(ϕ(ϵ2)) ≥ 1 − λ. (10)

Now, from (9), we get

1 − λ > Γκm(ℓ),κn(ℓ),a(ϕ(ϵ2)),

that is,

1
1 − λ

<
1

Γκm(ℓ),κn(ℓ),a(ϕ(ϵ2))
,

that is,

1
1 − λ

− 1 <
1

Γκm(ℓ),κn(ℓ),a(ϕ(ϵ2))
− 1.

using the inequality (1), we get

λ

1 − λ
<

1
Γκm(ℓ),κn(ℓ),a(ϕ(ϵ2))

− 1

≤ α(κm(ℓ)−1, κn(ℓ)−1, η)(
1

Γhκm(ℓ)−1,hκn(ℓ)−1,a(ϕ(ϵ2))
− 1)

≤ min(
1

Γκm(ℓ)−1,κn(ℓ)−1,a(ϕ( ϵ2c ))
− 1,

1
Γκm(ℓ)−1,κm(ℓ),a(ϕ( ϵ2c ))

− 1,

1
Γκn(ℓ)−1,κn(ℓ),a(ϕ( ϵ2c ))

− 1). (11)

Now, we can choose β1, β2 > 0 such that

Γκm(ℓ)−1,κn(ℓ)−1,a(ϕ(
ϵ2
c

))

≥ ∆(Γκm(ℓ)−1,κn(ℓ)−1,κn(ℓ) (β1),Γκm(ℓ)−1,κn(ℓ),a(ϕ(ϵ2)),Γκn(ℓ),κn(ℓ)−1,a(β2)), (12)

holds, where ϕ( ϵ2c ) = β1 + β2 + ϕ(ϵ2).
Now, using (6) and (10), we have

Γκm(ℓ)−1,κn(ℓ)−1,κn(ℓ) (β1) ≥ 1 − λ, (13)

Γκm(ℓ)−1,κn(ℓ),a(ϕ(ϵ2)) ≥ 1 − λ (14)

and

Γκn(ℓ),κn(ℓ)−1,a(β2) ≥ 1 − λ. (15)

Since ∆ is a min t-norm, using (13), (14), and (15) in (12), we
have Γκm(ℓ)−1,κn(ℓ)−1,a(ϕ( ϵ2c )) ≥ ∆(1 − λ, 1 − λ, 1 − λ) = 1 − λ,

1
Γκm(ℓ)−1 ,κn(ℓ)−1 ,a(ϕ( ϵ2c ))

≤ 1
1−λ , that is,

1
Γκm(ℓ)−1,κn(ℓ)−1,a(ϕ( ϵ2c ))

− 1 ≤ 1
1−λ − 1 =

λ

1 − λ
. (16)

Again, using (6), we have Γκm(k)−1,κm(ℓ),a(ϕ( ϵ2c )) ≥ 1 − λ,
1

Γκm(ℓ)−1 ,κm(ℓ) ,a(ϕ( ϵ2c ))
≤ 1

1−λ , that is,

1
Γκm(ℓ)−1,κm(ℓ),a(ϕ( ϵ2c ))

− 1 ≤ 1
1−λ − 1 =

λ

1 − λ
. (17)

Again, 1
Γκn(ℓ)−1 ,κn(ℓ) ,a(ϕ( ϵ2c ))

≤ 1
1−λ , 1

Γκn(ℓ)−1 ,κn(ℓ) ,a(ϕ( ϵ2c ))
≤ 1

1−λ , that is,

1
Γκn(ℓ)−1,κn(ℓ),a(ϕ( ϵ2c ))

− 1 ≤ 1
1−λ − 1 =

λ

1 − λ
. (18)

Now, using (16), (17) and (18) in (11), we have

λ

1 − λ
< min(

1
Γκm(ℓ)−1,κn(ℓ)−1,a(ϕ( ϵ2c ))

− 1,

1
Γκm(ℓ)−1,κm(ℓ),a(ϕ( ϵ2c ))

− 1,
1

Γκn(ℓ)−1,κn(ℓ),a(ϕ( ϵ2c ))
− 1)

≤ min(
λ

1 − λ
,
λ

1 − λ
,
λ

1 − λ
)

=
λ

1 − λ
,
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which is a contradiction. Hence {κn} is a Cauchy sequence.
Since (S ,Γ,∆) be a complete 2-Menger space, κn → u as n → ∞,
for some u ∈ S . Moreover, we get

Γhu,u,a(ϵ) ≥ ∆(Γhu,u,κn+1 (
ϵ

3
),Γhu,κn+1,a(

ϵ

3
),Γκn+1,u,a(

ϵ

3
)). (19)

Next, using the properties of function ϕ, we can find η2 > 0
such that ϕ(η2) < ϵ3 . Since κn → u as n → ∞, there exists n0 ∈ N
such that, for all n > n0 (sufficiently large), we have

1
Γκn+1 ,hu,a( ϵ3 ) − 1 ≤ 1

Γhκn ,hu,a(ϕ(η2)) − 1 ≤ α(κn, u, η)( 1
Γhκn ,hu,a(ϕ(η2)) − 1)

≤ min( 1
Γκn ,u,a(ϕ( η2c ))

− 1, 1
Γκn ,hκn ,a(ϕ( η2c ))

− 1, 1
Γu,hu,a(ϕ( η2c ))

− 1)

= min( 1
Γκn ,u,a(ϕ( η2c ))

− 1, 1
Γκn ,κn+1 ,a(ϕ( η2c ))

− 1, 1
Γu,hu,a(ϕ( η2c ))

− 1).

Taking limit n→ ∞ on both sides, we have 1
Γu,hu,a(ϕ(η2)) − 1 ≤

min(0, 0, 1
Γu,hu,a(ϕ( η2c ))

−1) = 0. Hence 1
Γu,hu,a(ϕ(η2)) ≤ 1,Γu,hu,a(ϕ(η2)) ≥

1. Hence hu = u. So, it is proved that h has a fixed point.
Now, we’ll show that the uniqueness of fixed point. Let κ and

µ be two fixed point of h, that is, hκ = κ and hµ = µ with κ , µ.
By the virtue of ϕ there exists s > 0 such that Γκ,µ,a(ϕ(s)) > 0 for
all a ∈ S . Then, by (1), we have

1
Γhκ,hµ,a(ϕ(s))

− 1 ≤ α(κ, µ, η)(
1

Γhκ,hµ,a(ϕ(s))
− 1)

≤ min(
1

Γκ,µ,a(ϕ( s
c ))
− 1,

1
Γκ,hκ,a(ϕ( s

c ))
− 1,

1
Γµ,hµ,a(ϕ( s

c ))
− 1)

= min(
1

Γκ,µ,a(ϕ( s
c ))
− 1,

1
Γκ,κ,a(ϕ( s

c ))
− 1,

1
Γµ,µ,a(ϕ( s

c ))
− 1)

= min(
1

Γκ,µ,a(ϕ( s
c ))
− 1, 0, 0)

= 0.

Hence Γhκ,hµ,a(ϕ(s)) ≥ 1, for all a ∈ S , and it implies κ = µ.

If we replace ϕ(η) by t and α(κ, µ, η) = 1, in the above theo-
rem, we get the following result.

Corollary 19. Let (S ,Γ,∆) be a complete 2-Menger space and h :
S → S be a mapping satisfying the following inequality for all
κ, µ, a ∈ S ,

1
Γhκ,hµ,a(η)

− 1 ≤ min(
1

Γκ,µ,a( ηc )
− 1,

1
Γκ,hκ,a( ηc )

− 1,
1

Γµ,hµ,a( ηc )
− 1)

(20)

where η > 0, 0 < c < 1. Then h has a unique fixed point in S .

Next we give an example to support our results.

Example 20. Let S = {κ1, κ2, κ3, κ4}, the t-norm ∆ is a minimum
t-norm and Γ be defined as

Γκ1,κ2,κ3 (η) = Γκ1,κ2,κ4 (η) =


0, if η ≤ 0,

0.50, if 0 < η ≤ 5,

1, if η > 5.

and

Γκ1,κ3,κ4 (η) = Γκ2,κ3,κ4 (η) =

0, if η ≤ 0,

1, if η > 0,

Then (S ,Γ,∆) is a complete 2-Menger space. If we define
h : S → S as follows: hκ1 = κ4, hκ2 = κ3, hκ3 = κ4, hκ4 = κ4, then
the mapping h satisfies all the conditions of the theorem where
ϕ(η) = η, c ∈ (0, 1) and α(κ, µ, η) = 1. Then κ4 is the unique fixed
point of h in S .

CONCLUSION

In recent research work, it is clear that contraction mappings
play vital roles. The contraction is supposed to appear in prob-
abilistic analysis also. Many researchers have concentrated their
works on these spaces. Some authors also showed that PM spaces
are applicable also in nuclear fusion. G. Verdoolage et. al Ver-
doolage et al. (2012) may be noted in this respect. The authors
have showed that PM spaces have an important role to identify
confinement regimes and plasma disruption. The distribution func-
tion plays the role of metric in these spaces. Also it may be noted
that t-norm has an important role. Here we use the minimum t-
norm. But we think that different types t-norm may be used here.
These problems may be taken up as future open problems.
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ABSTRACT

For the set of ε-simultaneous approximation and ε-simultaneous coapproximation, we derive certain Brosowski-
Meinardus type invariant point results in this paper. As a consequence, some results on ε-approximation, ε-
coapproximation, best approximation, and best coapproximation are also deduced.

Keywords: ε-simultaneous approximatively compact set, Starshaped set, Best approximation, Best simultaneous
approximation, ε-simultaneous approximation.

INTRODUCTION AND PRELIMINARIES

The study of best approximation theory plays an important
role in nonlinear functional analysis, optimization theory, fixed
point theory, nonlinear programming, game theory, variational in-
equality, complementarity problems, and so forth. The idea of ap-
plying fixed point theorems to approximation theory was initiated
in normed linear spaces by Meinardus (1963). Later, Brosowski
(1969) generalized the result of Meinardus and proved a nice result
on invariant approximation. Thereafter, various generalizations of
Brosowski’s results appeared in the literature.

Singh (1979a) observed that the linearity of the operator T

and convexity of the set PG(x) can be relaxed and proved an in-
teresting result. Later, Singh (1979b) demonstrated that previous
result of Singh (1979a) remains valid if T is assumed to be nonex-
pansive only on the set PG(x)∪{x}. Thenceforth, many results have
been obtained in this direction by many researchers (see Chan-
dok (2019); Chandok & Narang (2011a,b, 2012a,b, 2013); Khan
& Akbar (2009a,b); Mukherjee & Som (1985); Narang & Chan-
dok (2009a,b,c); Rao & Mariadoss (1983) and references cited
therein).

In this article, we obtain some similar types of results on T -
invariant points for the set of ε-simultaneous approximation and
ε-simultaneous coapproximation for a Hardy-Roger type contrac-
tion mapping defined on a Takahashi space (X , d,W). For such
class of mappings, we also deduce some results on T -invariant
points for the set of ε-approximation, ε-coapproximation, best ap-
proximation and best coapproximation.

Definition 1. Let (X , d) be a metric space, ∅ , G ⊂ X , F a
nonempty bounded subset of X . For x ∈X , assume that

dF (x) = {sup d(y, x) : y ∈ F },

D(F ,G) = {inf dF (x) : x ∈ G},

and

PG(F ) = {g0 ∈ G : dF (g0) = D(F ,G)}.

An element g0 ∈ PG(F ) is said to be a best simultaneous approx-
imation of F with respect to G (see Chandok & Narang (2011a)).

For ε > 0, we define

PG(ε)(F ) ={g0 ∈ G : dF (g0) ≤ D(F ,G) + ε}

={g0 ∈ G : sup
y∈F

d(y, g0) ≤ inf
g∈G

sup
y∈F

d(y, g) + ε}.

An element g0 ∈ PG(ε)(F ) is said to be a ε-simultaneous approxi-
mation of F with respect to G (see Chandok & Narang (2011a)).

It can be easily seen that for ε > 0, the set PG(ε)(F ) is
always a nonempty bounded set and is closed if G is closed.

In case F = {p}, p ∈ X , then elements of PG(p) are
called best approximations to p in G and of PG(ε)(p) are called
ε-approximation to p in G.

For ε > 0, we define

RG(ε)(F ) = {g0 ∈ G : sup
g∈G

d(g0, g) + ε ≤ inf
g∈G

sup
y∈F

d(y, g)}.

An element g0 ∈ RG(ε)(F ) is said to be a ε-simultaneous coapprox-
imation of F with respect to G (see Chandok & Narang (2011a)).

In case F = {p}, p ∈ X , then elements of RG(p) are called
best coapproximations to p in G and of RG(ε)(p) are called ε-
coapproximation to p in G.

Let T be a self mapping defined on a subset G of a metric
space X . A best approximant y in G to an element x0 in X with
T x0 = x0 is an invariant approximation in X to x0 if T y = y.

Example 2. Let X = R with usual metric and G = [0, 1] ⊂ X .
Define T : X →X as

T x =

 x, x < 2
x+2

2 , x ≥ 2.

Clearly, T (G) = G and T (2) = 2. Also, PG(2) = {1}.Hence
T has a fixed point in X which is a best approximation to 2 in G.
Thus, 2 is an invariant approximation.

⋆ Corresponding author: sumit.chandok@thapar.edu
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Definition 3. A sequence {yn} in G is called a ε-minimizing se-
quence for F , if

lim sup
x∈F

d(x, yn) ≤ D(F ,G) + ε.

The set G is said to be ε-simultaneous approximatively compact
with respect to F (see Chandok & Narang (2011a)) if for every
x ∈ F , each ε-minimizing sequence {yn} in G has a subsequence
{yni } converging to an element of G.

Inspired by the work of Takahashi (1970) and Guay et al.
(1982), we have the following definition.

Definition 4. Let X be a nonempty set, d be a metric on X and
W : X ×X × [0, 1] → X be a continuous mapping satisfying,
for all x, y, u ∈X and λ ∈ [0, 1],

1. d(u,W(x, y, λ)) ≤ λd(u, x) + (1 − λ)d(u, y),
2. d(W(x, u, λ),W(y, u, λ)) ≤ d(x, y).

Then the triple (X , d,W) is called a Takahashi space.

A normed linear space and each of its convex subset are sim-
ple examples of Takahashi spaces with W given by W(x, y, λ) =
λx+ (1− λ)y for x, y ∈X and 0 ≤ λ ≤ 1. For definition of convex
set, q-starshaped set and starshaped set see Chandok & Narang
(2011a) and references cited therein.

Definition 5. LetG be a nonempty subset of a metric space (X , d)
and T : G → G be a self map. Then T is said to be asymptoti-
cally regular (see, Browder & Petryshyn (1966)) if for all x ∈ G,
d(T n(x),T n+1(x))→ 0 as n→ ∞.

Definition 6. A mapping T : X → X satisfies condition (A)
(see Mukherjee & Verma (1989)) if

d(T n
x, y) ≤ d(x, y),

for all x, y ∈X and for some positive integer n.

MAIN RESULTS

Inspired by the work of Hardy-Roger, we define the follow-
ing contraction:

Definition 7. Let (X , d) be a metric space. A mapping T : X →

X is called a HR-type contraction if there exist α, β, γ ∈ [0, 1)
with α + β + 2γ < 1, α + γ , 1 such that for all x, y ∈X , we have

d(T x,T y) ≤ α
d(x,T x)d(y,T y)

1 + d(x, y)
+ β(d(x, y)) +

γ(d(x,T x) + d(y,T y)). (1)

Remark 8. On a metric space, every HR-type contraction has at
most one fixed point. Indeed, let x and y be two distinct fixed points
of T , which is a HR-type contraction. Then

d(x, y) = d(T x,T y) ≤ α
d(x,T x)d(y,T y)

1 + d(x, y)
+ β(d(x, y)) +

γ(d(x,T x) + d(y,T y))

= β(d(x, y)),

which is a contradiction as 0 ≤ β < 1 and d(x, y) > 0.

The following result will be needed in the sequel.

Proposition 9. Let T : X → X be a HR-type contraction
on a metric space (X , d). Then for all x ∈ X , the sequence
{d(T nx,T n+1x)} is decreasing and T is asymptotically regular.

Proof. Let x0 be an arbitrary point in X and {xn} be sequence in
X such that xn+1 = T xn = T nx0, for every n ≥ 0. Using (1), we
have

d(xn+2, xn+1) = d(T xn+1,T xn)

≤ α
d(xn+1,T xn+1)d(xn,T xn)

1 + d(xn+1, xn)
+ β(d(xn+1, xn)) +

γ(d(xn+1,T xn+1) + d(xn,T xn))

= α
d(xn+1, xn+2)d(xn, xn+1)

1 + d(xn+1, xn)
+ β(d(xn+1, xn)) +

γ(d(xn+1, xn+2) + d(xn, xn+1))

≤ (α + γ)d(xn+1, xn+2) + (β + γ)d(xn+1, xn).

This implies

d(xn+2, xn+1) ≤
β + γ

1 − α − γ
d(xn+1, xn). (2)

Since L = β+γ
1−α−γ < 1, the sequence {d(T nx0,T n+1x0)} is a de-

creasing sequence. Using mathematical induction, we have

d(xn+2, xn+1) ≤ (L)n+1 d(x1, x0). (3)

Taking the limit n → ∞, we have d(xn+2, xn+1) → 0, that is,
d(T nx0,T n+1x0)→ 0. Hence the result.

Using the above proposition, we prove the following:

Theorem 10. Every HR-type contraction on a complete metric
space has unique fixed point.

Proof. Using Proposition , the sequence {d(T nx0,T n+1x0)} is de-
creasing and d(T nx0,T n+1x0) → 0 as n → ∞ for all x0 ∈ X .
We claim that {xn} is a Cauchy sequence. For m > n, and L =
β + γ

1 − α − γ
< 1 we have

d(xn, xm) ≤ d(xn, xn+1) + d(xn+1, xn+2) + . . . + d(xm−1, xm)

≤ (Ln + Ln+1 + . . . + Lm−1)d(x0, x1)

≤
Ln(1 − Lm−n)

1 − L
d(x0, x1).

Therefore, d(xm, xn) → 0, when m, n → ∞. Thus {xn} is a Cauchy
sequence in a complete metric space X and so there exists u ∈X

such that lim
n→∞
xn = u.

Now, we’ll show that the point u is a fixed point of T . On
the contrary, suppose that T u , u, then d(u,T u) > 0. Consider

d(xn+1,T u) =d(T xn,T u) ≤ α
d(xn,T xn)d(u,T u)

1 + d(xn, u)
+ β(d(xn, u))+

γ(d(xn,T xn) + d(u,T u))

=α
d(xn, xn+1)d(u,T u)

1 + d(xn, u)
+ β(d(xn, u))+

γ(d(xn, xn+1) + d(u,T u)).
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Taking n → ∞, we have d(u,T u) ≤ γd(u,T u), it implies that
d(u,T u) = 0. Hence u is a fixed point of T . Using Remark , we
obtain that T has unique fixed point.

Example 11. Let X = [0, 1] and d be the usual metric on X .

Define T : X →X as T x =

 x

10 , x ∈ [0, 1
2 ]

x

5 −
1

20 , x ∈ ( 1
2 , 1].

Suppose α = 1
8 , β =

1
4 , γ =

1
8 ∈ [0, 1) with α+β+2γ = 5

8 < 1.
We may check that

d(T x,T y) ≤
1
8

d(x,T x)d(y,T y)
1 + d(x, y)

+
1
4

(d(x, y))+

1
8

(d(x,T x) + d(y,T y)),

for all x, y ∈ X . Thus using Theorem , T has unique fixed point.
Notice that 0 ∈X is the fixed point of T .

Theorem 12. Let (X , d,W) be a complete Takahashi space, G be
a nonempty subset of X and F a nonempty bounded subset of X .
Suppose that Tn is a self map on PG(ε)(F ) such that xn+1 = Tnx =

W(T nx, q, λn), where λn ∈ (0, 1) and satisfying the following for
some positive integer n,

d(T n
x,T ny) ≤ α

(
dist(x, [T nx, q])dist(y, [T ny, q])

1 + d(x, y)

)
+

β(d(x, y)) +

γ(dist(x, [T n
x, q]) + dist(y, [T ny, q])), (4)

for all x, y, q ∈ X , where α, β, γ ∈ [0, 1) with α + β + 2γ < 1,
α + γ , 1. If T is continuous and PG(ε)(F ) is compact, and q-
starshaped, then it contains a T -invariant point.

Proof. Define Tn : PG(ε)(F )→ PG(ε)(F ) as Tnz = W(T nz, q, λn),
z ∈ PG(ε)(F ) where {λn} is a sequence in (0, 1) such that λn → 1.
Consider

d(Tnz,Tny) = d(W(T nz, q, λn),W(T ny, q, λn))

≤ λnd(T nz,T ny)

≤ λn

[
α
(d(z, [T nz, q])d(y, [T ny, q])

1 + d(z, y)

)
+ β(d(z, y))+

γ(d(z, [T nz, q]) + d(y, [T ny, q]))
]

≤ λn

[
α
(d(z,Tnz)d(y,Tny)

1 + d(z, y)

)
+ β(d(z, y))+

γ(d(z,Tnz) + d(y,Tny))
]
,

where λn(α+ β+ 2γ) < 1, z, y ∈ PG(ε)(F ). Therefore by Theorem ,
each Tn has a unique fixed point zn in PG(ε)(F ). Since {T nzn} is a
sequence in the compact set PG(ε)(F ), there exists a subsequence
{T ni zni } of {T nzn} such that {T ni zni } → z ∈ PG(ε)(F ). Moreover,

zni = Tni zni = W[T ni zni , q, λni ]→ z.

As T is continuous, T ni zni → T ni z. By the uniqueness of
the limit, we have lim

n→∞
T ni z = z and so lim

n→∞
T ni+1z = T z.

Now, we show that d(z,T z) = 0. Consider

d(z,T z) ≤ d(z,T ni z) + d(T ni z,T ni+1z) + d(T ni+1z,T z).

Letting n→ ∞, in the above inequality, and using T is asymptot-
ically regular, we have d(z,T z) → 0. Therefore T z = z. i.e. z is
T -invariant.

Using Proposition 2.1 of Chandok & Narang (2011a), we
have the following result.

Corollary 13. Let (X , d,W) be a complete Takahashi space, G be
a nonempty subset of X and F a nonempty bounded subset of X .
Suppose that Tn is a self map on PG(ε)(F ) such that xn+1 = Tnx =

W(T nx, q, λn), where λn ∈ (0, 1) and satisfying the inequality (4).
If T is continuous, G is ε-simultaneous approximatively compact
with respect to F and PG(ε)(F ) is starshaped, then it contains a
T -invariant point.

For F = {x} and ε = 0, we have the following result on the
set of best approximation.

Corollary 14. Let (X , d,W) be a complete Takahashi space, G
be a nonempty subset of X . Suppose that Tn is a self map on
PG(ε)(F ) such that xn+1 = Tnx = W(T nx, q, λn), where λn ∈ (0, 1)
and satisfying the inequality (4). If T is continuous, G is approxi-
matively compact, T -invariant subset of X and x a T -invariant
point and PG(x) is starshaped, then PG(x) contains a T -invariant
point.

We now prove a result for T -invariant points from the set of
ε-simultaneous coapproximations.

Theorem 15. Let (X , d,W) be a complete Takahashi space, G
be a nonempty subset of X and F a nonempty bounded sub-
set of X . Suppose that Tn is a self map on RG(ε)(F ) such that
xn+1 = Tnx = W(T nx, q, λn), where λn ∈ (0, 1) and satisfying the
inequality (4). Assume that T is continuous and satisfying condi-
tion (A). If RG(ε)(F ) is compact and q-starshaped, then RG(ε)(F )
contains a T -invariant point.

Proof. Let g0 ∈ RG(ε)(F ). Consider

d(T ng0, g) + ε ≤ d(g0, g) + ε ≤ infg∈G supy∈F d(y, g),

and so T ng0 ∈ RG(ε)(F ) i.e. T n : RG(ε)(F ) → RG(ε)(F ).
Since RG(ε)(F ) is q-starshaped, W(z, q, λ) ∈ RG(ε)(F ) for all z ∈
RG(ε)(F ), λ ∈ [0, 1]. Let {λn}, 0 ≤ λn < 1 , be a sequence
of real numbers such that λn → 1 as n → ∞. Define Tn as
Tn(z) = W(T nz, q, λn), z ∈ RG(ε)(F ). Since T is a self mapping
on RG(ε)(F ) and RG(ε)(F ) is starshaped, each Tn is a well defined
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and maps RG(ε)(F ) into RG(ε)(F ). Moreover,

d(Tny,Tnz) = d(W(T ny, q, λn),W(T nz, q, λn))

≤ λnd(T ny,T nz)

≤ λn

[
α
(d(y, [T ny, q])d(z, [T nz, q])

1 + d(y, z)

)
+ β(d(y, z))+

γ(d(y, [T ny, q]) + d(z, [T nz, q]))
]

≤ λn

[
α
(d(y,T ny)d(z,T nz)

1 + d(y, z)

)
+ β(d(y, z))+

γ(d(y,T ny)d(z,T nz))
]
,

where λn[α + β] < 1. So by Theorem each Tn has a unique fixed
point un ∈ RG(ε)(F ) i.e. Tnun = un for each n. Since {T nun} is a
sequence in the compact set RG(ε)(F ), there exists a subsequence
{T ni uni } of {T nun} such that {T ni uni } → u ∈ RG(ε)(F ). Moreover,

uni = Tni uni = W[T ni uni , q, λni ]→ u.

As T is continuous, T ni uni → T ni u. By the uniqueness of
the limit, we have lim

n→∞
T ni u = u and so lim

n→∞
T ni+1u = T u.

Now, we show that d(u,T u) = 0. Since T is asymptotically
regular, we have

d(u,T u) ≤ d(u,T ni u) + d(T ni u,T ni+1u) + d(T ni+1u,T u)→ 0.

Therefore T u = u. i.e. u is T -invariant.

Remark 16.

1. By taking F = {x1, x2}, x1, x2 ∈X , the set PG(ε)(F ) (respec-
tively, RG(ε)(F )) is the set of ε-simultaneous approximation
(respectively, ε-simultaneous coapproximation) to the pair
of points x1, x2 and so we can obtain the results for such pair
of points PG(ε)(F ) (respectively, RG(ε)(F )).

2. By taking F = {x}, x ∈ X , the set PG(ε)(x) (respec-
tively, RG(ε)(x)) is the set of ε-approximation(respectively,
ε-coapproximation) to point x and so we can obtain the
results on the set of ε-approximation (respectively, ε-
coapproximation).

3. By taking F = {x} and ε = 0, we can obtain the results on
the set of best approximation (respectively, best coapproxi-
mation).
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ABSTRACT 

In this paper, the spectral characteristic of a polynomial two parameter convolutional fifth - order interpolation 

kernel is determined. The spectral characteristic is determined as follows. First, the kernel is decomposed into 

components. After that, the spectral characteristics of each kernel component were calculated using the Fourier 

transform. Finally, the spectral characteristic of the interpolation two parameter kernel using a combination of 

the spectral components of the kernels and the kernel parameters, α and β, is formed. Through a numerical 

example and a graphical representation of the spectral characteristics of the one parameter and two parameter 

kernels, greater similarity of the spectral characteristics of the 2 P kernel, relative to the ideal box characteristic, is 

shown. 

Keywords: Convolution, Interpolation, PCC interpolation, Polynomial kernel. 

INTRODUCTION 

Theoretical analyzes of convolutional interpolation have 

shown that, for interpolation of band limited signals, the 

interpolation kernel sin(x) / x (in the notation sinc) should be 

applied (Keys, 1981). The sinc interpolation kernel is called 

the ideal interpolation kernel. he boundaries of the sinc 

interpolation kernel are -∞ ≤ x ≤ + ∞ (Meijering & Unser, 

2003). The spectral characteristic of the sinc interpolation 

kernel is a rectangular or, in some notations, box function. 

From a practical point of view, it is not possible to implement 

a kernel with boundaries -∞ ≤ x ≤ + ∞. The solution to this 

problem was found in the truncated sinc kernel, so that the 

kernel becomes a finite length L. The process of truncated the 

kernel to finite length is called windowizing (Dodgson, 1997). 

Truncated distinguishes the spectral characteristic of the 

interpolation kernel from the ideal spectral characteristic, ie 

from the box characteristic. The spectral characteristics of the 

truncated kernel, sincw, have: a) ripple in the passband and 

stopband, and b) finite slope in the transition band. 

In order to reduce the numerical complexity of the 

interpolation kernel, and thus reduce the interpolation time, 

approximation of the sinc kernel with low-degree polynomial 

functions is performed. Reducing of the interpolation time is 

especially important for convolutional interpolation in real-

time systems. A zero-degree polynomial kernel performs 

nearest-neighbor interpolation (Dodgson, 1997). The nearest-

neighbor interpolation has a very high computational speed. 

However, a large interpolation error is generated (Rukundo & 

Maharaj, 2014). 

                                                             
* Corresponding author: bojan.prlincevic@akademijakm.edu.rs 

A linear, first-degree interpolation kernel is described in 

(Rifman, 1973). A quadratic, second-degree interpolation 

kernel is described in (Dodgson, 1997) and (Deng, 2010). A 

cubic, third-degree interpolation kernel is described in (Keys, 

1981). Detailed numerical analysis of the interpolation error, 

which is presented in great detail in (Keys, 1981), showed that 

the interpolation error, when the cubic kernel was applied, is 

smaller than the interpolation errors when the nearest-neighbor 

and linear interpolation kernels were applied. Thus, precision, 

as one of the parameters for estimating the quality of 

interpolation, is increased. 

A cubic kernel with interpolation parameter α is shown in 

(Keys, 1981). Later, in the scientific literature, the one 

parametric interpolation kernel from (Keys, 1981), in honor of 

the author Roberts B. Keys, the 1P Keys interpolation kernel, 

was named. By adjusting of the parameter α it is possible to 

minimize of the interpolation error in various applications 

(image interpolation, audio signal interpolation, etc.) The 

process of changing the kernel parameter for customization is 

called parameter optimization. Changing the kernel parameter 

α affects, among other things, to the ripple of the spectral 

characteristic. Reduction of ripples was achieved by 

eliminating members of the Taylor series that predominantly 

influence on the ripple (Park & Schowengerdt, 1982). The 

analysis presented in (Meijering et al., 1999) indicates that α = 

-0.5 is the optimal value of the kernel parameter for reducing 

the ripple of the spectral characteristic in the passband and 

stopband. Convolution interpolation realized by the 

parameterized cubic kernel is called PCC (Parametric Cubic 

Convolution) interpolation. 

Increasing of the interpolation precision of the cubic 

interpolation kernel by constructing a two parameter (α, β) 

interpolation kernel (2P), was achieved (Hanssen & Bamler, 

1999). The two parameter interpolation kernel is based on the 
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additional parameterization of the 1P Keys kernel. In the 

scientific literature, this kernel is called the 2P Keys kernel. 

Optimization of the 2P Keys kernel parameters in the 

estimation of the fundamental frequency, F0, of the speech 

signal was determined in (Milivojević & Brodić, 2013) and 

(Milivojević et al., 2017). As a measure of the error estimate 

of the fundamental frequency MSE was used. 

One parameter fifth-degree interpolation kernel, length 

L= 8, described in (Meijering et al., 1999). In order to increase 

of the precision of interpolation, the construction of a two 

parameter fifth-degree interpolation kernel was performed 

(Savić et al., 2021). The 2P fifth-degree interpolation kernel is 

constructed by the extended parameterization of the 1P fifth-

degree interpolation kernel. The optimal parameters of the 2P 

fifth-degree interpolation kernel, when interpolating the audio 

signal, (αopt = 0.1, βopt = 0.0571), were determined using the 

experiment (Savić et al., 2022). The precision of the 

interpolation at 2P (MSE = 1.325310-6) is higher than the 

precision of the interpolation at 1P kernel (MSE= 1.809610-6). 

In the previously cited papers, the analytical form of the 

spectral characteristic of the 2P fifth degre polynomial kernel, 

has not been determined. In this paper, the spectral 

characteristic of the 2P kernel, whose parameterization was 

done in (Savić et al., 2021), was calculated. The spectral 

characteristic of the 2P kernel is done as follows. It is first 

done by decomposing the 2P kernel into components. Then, by 

applying the Fourier transform to each kernel component, the 

spectral characteristics of each component were determined. In 

this way, the spectral components of the kernel are determined. 

Finally, taking into account all spectral components as well as 

the kernel parameters α and β, the spectral characteristic of the 

2P kernel was determined. With the knowledge of the 

analytical form of the spectral characteristic, it is possible to 

change its shape by changing the kernel parameters, in order to 

bring its shape closer to the ideal box characteristic. In 

addition, the precision of interpolation in Digital Image, Audio 

and Speech processing can be affected by changing the kernel 

parameters, and thus minimize the interpolation error. This 

optimizes the kernel parameters. In this way, the scope of 

application of parametric convolutional kernels is increased. 

Further organization of this paper is as follows. Section II 

describes: ideal kernel, 1P fifth order kernel, and 2P fifth order 

interpolation kernel. Section III describes the process of 

determining the spectral characteristic of the kernel. Section 

IV is the Conclusion 

INTERPOLATION KERNELS 

Ideal interpolation kernel  

The ideal interpolation kernel for interpolating band 

limited signals is the form sinc = sin(x) / x (Keys, 1981). The 

definition of the sinc kernel is in the interval (-∞, +∞). 

Therefore, due to its infinite length, the sinc kernel cannot be 

realized. For this reason, it was necessary to truncated the sinc 

interpolation kernel to a finite length L (interval [-L / 2, L / 2]). 

The truncated sinc kernel, sincw, has a spectral characteristic 

that differs from the box characteristic. The difference is 

reflected in: a) the appearance of ripples of the spectral 

characteristics in the passband and stopband and b) finite slope 

of the spectral characteristics in the transition band (Savić et 

al., 2021). The ideal interpolation kernel sinc in the range (-20, 

20) is shown in Fig. 1a. The spectral characteristics of the 

truncated kernel sincw for some lengths L (3, 5, 10, 20, + ∞) 

are shown in Figs. 1.b. The spectral characteristics of the ideal 

kernel sinc (L  ∞) and the spectral characteristics in which 

the ripple increases with decreasing length L are indicated. 

 
a) 

 
b) 

Figure 1. Interpolation kernel: a) time domain and b) spectral 

domain. 

In order to reduce the numerical complexity, the sinc 

function is approximated by simpler mathematical functions. 

In the field of the Digital Signal Processing, DSP, and 

especially in the field of the Digital Image Processing, the 

approximation of the sinc function with polynomial functions 

is intensively used. In the field of Digital Image Processing, 

the interpolation kernels, formed from the third-order 

polynomials, are very popular. The most significant are the 

parameterized 1P, 2P and 3P Keys kernels (Hanssen & 

Bamler, 1999). The need to increase precision of the 
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interpolation has led to the construction of fifth-order 

polynomial interpolation kernels. 

In the further part of this paper, the definition of one 

parameter and two parameter fifth-order kernels and their 

parameterization is described. After that, the spectral 

characteristic of the two parameter kernel was determined by 

applying the Fourier transform. 

One parameter fifth-order kernel 

The general form of the convolutional fifth-degree 

interpolation kernel is (Meijering et al., 1999): 
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The coefficients of the kernel are determined subject to 

the following conditions: a) r(0) = 1, b) r (x) = 0 for |x| = 1, …, 

4; and c) r(l)(x) are continuous for |x| = 0, …, 4. By 

parameterizing of the kernel, taking into account the previous 

conditions, form of the one parameter fifth-degree 

interpolation kernel is determined. The form of the 1P fifth-

degree interpolation kernel is: 
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where α is the kernel parameter.  

Two parameter fifth-order kernel  

In order to increase of the interpolation precision, a two 

parameter fifth-degree convolutional kernel is created. The 

process of kernel parameterization is presented in great detail 

in (Savić et al., 2021). The final form of the parametric 2P 

kernel is: 

 

 

 

 

 

5

4

2

5

4

3

2

5 4

21
10 10

16

45
18 18      1

16

5
8 8 1

2

5
11 11

16

45
88 88

16

270 270 10 1 2

35
392 392

2

265 265 15

66 66 5

14 3

78

x

x x

x

x

x

x x

x
r x

x

x x

 

 

 

 

 

 

 

 

 

  



 
   

 

 
     
 

 
   

 

 
   

 

 
    
 

    

 
      

  

  

   

,

,

 

 

 

 

3

2

5 4 3

2

30

216 112 2 3

297 185

162 114

19 144
3 4

544 1024 768

                              0      4

x

x x

x

x x x
x

x x

x



 

 

 

  

  






























 

    


 

  

   
  


 
 

,

,

,

,
 
(3) 

where α and β are kernel parameters. 

 

Figure 2. Truncated sinc ideally kernel, rsincw, and fifth-order 

polynomial kernels: a) one parameter, rα, and b) two 

parameter, rαβ. 

In fig. 2 are shown: a) truncated, i.e. windowizing ideally 

kernel, rsincw, and b) 1P kernel, rα, (Eq. (2)) and 2P kernel rαβ 

(Eq. (3)). Kernel parameters are α = 0.025, β = -0.04. It can be 
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observed that the form of the two parameter, rαβ, has a smaller 

deviation compared to the kernel rsincw.  

SPECTRAL CHARACTERISTICS OF THE 2P FIFTH-

ORDER INTERPOLATION KERNEL 

The algorithm for determining the spectral characteristic 

of the fifth-order kernel (Eq. (3)) was implemented in the 

following steps: a) decomposing the kernel into components, 

b) determining the spectral characteristics of each kernel 

component, and c) determining the spectral characteristics of 

the kernel depending on the parameters α and β. 

2P kernel components 

The 2P fifth-degree kernel (Eq. (3)) can be written in the 

form: 

       0 1 2r x r x r x r x    ,
                                    

(4) 

where r0, r1 and r2 are kernel components: 
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(7) 

As an example, the kernel components r0, r1 and r2 are 

shown in Fig. 3.a. The ideal interpolation kernel, rsinc, and the 

2P fifth degree kernel, rαβ, for α = 0.025 and β = -0.04 (Eq. 

(4)), on the interval [-5, 5], are shown in Fig. 3.b. 

 
a) 

 
b) 

Figure 3. Form of: a) kernel components r0, r1 and r2, and b) 

ideal interpolation kernel, rsinc, and the 2P fifth degree kernel, 

rαβ, for α = 0.025 and β = -0.04. 

Spectral characteristic of the kernel component 

By applying of the Fourier transform over the 2P kernel r 

(Eq. 4), the spectral characteristic of the kernel is obtained: 

        

     

0 1 2

0 1 2         

H f FT r x r x r x

H f H f H f

 

 

  

                             
(8) 

where H0, H1 and H2 are the spectral components of the 2P 

kernel, respectively: 

    dxexrfH xfi
o






 2
0  ,

                                              
(9) 

    dxexrfH xfi




 2
11  ,

                                             
(10) 

and 

    dxexrfH xfi




 2
22  .                                            (11) 

By replacing Eq. (5), (6) and (7) in (9), (10) and (11), 

respectively, the spectral components become: 
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and 
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Finally, the spectral components of the 2P kernel are 

      

   
0 6 6

2 17cos cos 315sin

32 21sin 5sin 3

f f ff
H

f f f

  

  

   
 
  

,
      

(15) 

     

    
1 6 6

66 50sin 2 5sin 43sin 2

2 2 26cos 2 cos 4

f f ff
H

f f f f

  

   

   
 
  

,
  
(16) 

 
  

     

      
2 6

2

2

2

2

6

2 87 4 cos 2
sin 2

150sin 2 15sin 4 15sin 6
2

2 2

2

1 8 cos 4 3c 6

7

os

f f f
f

H f f f
f

f f f f

  


  


   

  
 
    
 
   






.
 
(17) 

In fig. 4 shows the spectral components of the 2P kernel, 

H0, H1 and H2. 

 

Figure 4. Spectral components of the 2P kernel, H0, H1 and 

H2. 

Spectral characteristics of the 2P kernel 

The spectral characteristic of the 2P kernel, Hαβ, was 

obtained by substituting Eq. (15), (16) and (17) into (8). As an 

example, the spectral characteristics of:: a) ideal interpolation 

kernel, Hsinc, and b) 1P (Hα) and 2P (Hαβ) kernels, for α = 0.025 

and β = -0.04, are shown in Fig. 5.  

 

Figure 5. Spectral characteristics: a) ideal kernel, Hsinc, and b) 

1P kernel, Hα, and 2P kernel, Hαβ, for kernel parameters α = 

0.025 and β = -0.04. 
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It can be seen that the spectral characteristic of the 2P 

kernel, Hαβ, in relation to the spectral characteristic of the 1P 

kernel, Hα, has a better similarity with the box characteristic. 

Further research will be based on optimizing the spectral 

characteristics of the 2P kernel in the spectral domain. The 

optimization will be aimed at minimizing the ripple of the 

spectral characteristic, and thus, towards greater similarity 

with the ideal box spectral characteristic. 

CONCLUSION 

In this paper, the spectral characteristic of two parametric 

fifth order polynomial interpolation kernels is calculated. By 

applying the Fourier transform, the spectral characteristic of 

the interpolation kernel was determined. Due to the finite 

length of the kernel, the spectral characteristic has ripples in 

the passband and stopband, as well as finite slopes in the 

transition band. Therefore, there is a deviation of the spectral 

characteristic of the 2P kernel from the characteristics of the 

ideal sinc interpolation kernel, that is, the box characteristic. 

By adjusting the kernel parameters α and β it is possible to 

minimize the ripple, and thus increase the similarity of the 

spectral characteristics of the kernel, with the box 

characteristic. Examples of minimizing the interpolation error, 

in Digital Image Processing, as well as in Audio and Speech 

Processing, are described in the scientific literature. In this 

way, the optimal values of the kernel parameters are 

determined. MSE is most often used as a measure of the 

interpolation precision. 

Further research will be aimed at minimizing the ripples 

of spectral characteristic in the spectral domain. Minimization 

of the ripple will be carried out by analyzing the effect of the 

Taylor series members of the spectral characteristics that 

predominantly affect the ripple. 
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ABSTRACT 

The Ion-Sensitive Field-Effect Transistor (ISFET) is one of the most popular pH sensors traditionally using to 

measure hydrogen ion concentration (pH) of the electrolytic solutions. It is developed from Metal Oxide 

Semiconductor Field-Effect Transistor (MOSFET) by replacing gate electrode with an electrolytic solution to be 

tested, and a reference metal electrode immersed in that solution. Basic principle of ISFET operation is based on 

that of standard NMOS structure in conjunction with the insulator-electrolyte capacitor as described in this 

paper. The site-binding theory (generalized to two kinds of binding sites), together with the Gouy - Chapman- 

Stern model for the potential profile in the electrolyte, is coupled to the MOS physics. As a result, an approximate 

analytical model which completely describes static behavior of the ISFET is obtained. The developed description 

can serve as useful tool for understanding many contemporary biosensors based on original ISFET structure 

which has broad application in biomedicine, biological, chemistry and environmental areas.  

Keywords: ISFET, pH sensor, MOSFET, Biosensors, Device simulation. 

INTRODUCTION 

In the last few decades, silicon based biosensors have 

found broad application in biomedical and environmental 

monitoring areas, high sensitive chemical detections, the 

diagnostic field, food industry etc. Main advantages of these 

biosensors over conventional ones are high sensitivity, rapid 

response, small size, the possibility of mass production and 

low cost (Bandiziol, 2015). Among a variety of types of 

silicon based biosensors, one of the most popular is the Ion-

sensitive field-effect transistor (ISFET) based one. The ISFET 

was first introduced by Bergveld in the 1970 and it soon 

became the dominant device for measuring ion concentration 

(H+ or OH-) in the electrolytic solutions. 

Generally, the ISFET is a type of potentiometric device 

that operates in a way similar to its purely electronic analogue, 

the MOSFET (Bergveld, 1981). Namely, the structures of 

these two transistors are identical except that metal gate in the 

ISFET is not immediate to the insulating layer. Instead, the 

gate is replaced by an electrolytic solution to be tested, with a 

reference metal electrode immersed in this solution. The 

reference electrode acts as a gate terminal allowing the ISFET 

to be biased in the same way as the standard MOSFET. When 

the ISFET is placed in an electrolyte, due to the interaction 

between the surface of the insulator and hydrogen ions in the 

electrolyte, a charge layer is created on the insulator surface 

and potential 0  is generated at the electrolyte -insulator (EI) 

interface (Massobrio, 1991). Consequently, the threshold 
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voltage and conductivity of the MOSFET channel are changed, 

and hence the current flowing through the channel. Therefore, 

to the ISFET could be applied same equations as for MOSFET 

with exception of the threshold voltage equation which had to 

be modified in order to include the effect of the EI interaction. 

In addition, pH sensitivity of the ISFET biosensor can be 

explained by examination of the effect of pH value of the 

electrolyte on the charge and potential distributions above the 

gate insulator (Si, 1979). 

Over time, there have been outstanding advances in the 

modification of basic ISFET structure in accordance with 

various bio-sensing researching. For example, an 

enzymatically modified ISFET has been developed for the 

direct detection of penicillin (Caras, 1980), the enzyme-

immobilized FET for detection of hydrogen ion concentration 

(Lee et al., 2009) and the DNA - modified FET based on 

deoxyribonucleic acid hybridization detection (Gasparyan, 

2019), etc. 

In this paper the ISFET is considered as a combination of 

the electrolyte - insulator capacitor and the standard NMOS 

transistor. For analyzing the potential changes at the EI 

interface a site-binding model was used. On the other side, the 

Gouy-Chapman-Stern model was used for description of the 

potential profile in the electrolyte. These two models are 

coupled to the MOSFET physics in order to explain the 

sensitivity of the ISFET device to hydrogen ion concentration 

in electrolytic solution.  In this way, complete description of 

the ISFET static behavior is achieved.  
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OPERATING PRINCIPLE OF ISFET 

The MOSFET is a basic building block of modern 

electronics. It has four terminals: source (S), gate (G), drain 

(D) and body (B). However, in many practical cases the body 

terminal is in connection with the source one thus forming a 

three-terminal device such as a field-effect transistor (Kevkić, 

2018). 

The abbreviation MOS refers to the three-layer transverse 

structure of the device. Namely, the substrate consists of a 

semiconductor, usually silicon p or n type. A thin insulating 

layer of silicon dioxide, briefly called gate insulator, is applied 

to the surface of the substrate. A metal gate electrode is placed 

above the insulator having the role of a control electrode. A 

positive voltage applied to the gate of MOSFET with p 

substrate generates a transverse electric field which leads to 

the repulsion of the holes present under the gate insulator. That 

results in creation of a depletion region which is populated by 

the bound negative charges. Simultaneously, the positive gate 

voltage pulls electrons from the substrate into the surface 

region under the gate insulator. When sufficient electrons are 

induced there, the substrate surface is inverted from p-type to 

n-type creating the thin inversion layer, i.e. the conduction 

channel. The gate voltage at which the channel forms is so-

called the threshold voltage. Further, by applying voltage 

between the drain and source terminals DSV , the current flows 

freely through the channel and its amount is controlled by the 

gate voltage (Kevkić, 2016; Kevkić 2018). 

 

Fig. 1. Illustration of the ISFET structure. 

The relative simple MOSFET structure has been served 

as a base for construction of the ISFET one which cross-

section is schematically illustrated in Fig. 1. From figure is 

obvious that metal electrode in ISFET becomes a remote gate 

which is exposed to an electrolytic solution together to the gate 

insulator. The charge distribution at the EI interface is affects 

by any change of the hydrogen ion concentration of the 

solution. That change can be a consequence of the interaction 

of the gate insulator with the ions in the solution, as well as a 

horizontal electric field in the electrolyte when the voltage 

DSV  is applied (Tarasov, 2012). 

In following will be described that basic mechanism of a 

pH-sensitive ISFET operation consists in the change of 

potential between the electrolytic solution and the gate 

insulator surface. As a consequence of that change the output 

current of ISFET dI  is increasing or decreasing. That is why, 

during the pH measurement, at a fixed input voltage at 

reference electrode of ISFET the change in dI  is observed. 

Therefore, the sensitivity of the ISFET device is relating to 

change in the output current, i.e. it can be expressed as dI  

change per pH unit change (Heidari, 2018).  

THE ISFET CONCEPT  

During normal operation, the ISFETs as well as 

MOSFETs are usually biased in non-saturated mode. In this 

mode the threshold voltage TV  exhibits a linear relation with 

drain current (Dutta, 2012): 
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VW
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L
                              

(1) 

where oxC  is the gate insulator capacitance per unit area,   is 

the effective surface mobility, W and L are the channel width 

and length, respectively, GSV and DSV  are the gate-to-source 

and drain-to-source voltage, respectively.  

The general threshold voltage of basic MOSFET is given 

by:  
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                                                  (2) 

Here FBV  is flat-band voltage, depQ  is the semiconductor 

surface depletion region charge density, F  is the Fermi 

potential of bulk silicon p-type given by ln F T A iu N n   

where AN  is the doping acceptor concentration, in  is the 

intrinsic carrier concentration in bulk, Tu kT q  is the 

thermal voltage. If we take into account relation for FBV , the 

Eq. (2) can be rewritten in following form: 

2  
  

     
 

ss ox dep
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ox

Q Q Q
V

C
                     (3) 

WhereM  and S are the work function difference of the metal 

and semiconductor respectively, ssQ  is the surface state 

density at the substrate, oxQ  is fixed oxide charges. 
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For an ISFET fabricated on the same substrate and by 

using the same technology, since the electrolyte is in direct 

contact with the insulator, the flat band voltage changes due to 

the chemical changes that occur at the EI interface. Therefore, 

the expression for the threshold voltage of ISFET '
TV  should 

include also terms which reflect the interfaces between the 

electrolyte and the gate insulator as well as the electrolyte and 

the reference electrode. Thus the threshold voltage of the 

ISFET is given by (Ytteralal, 2003): 

   '
0        T ref ij sol T MV V V                        (4) 

where 
refV  - the reference electrode potential with respect to 

vacuum and it is constant;  ij
- the potential difference 

between reference solution and electrolyte with typical value 

of 3 mV; sol - surface dipole potential of the solution which 

is also constant and 0 - potential of the electrolyte-insulator 

interface which is usually governed by the dissociation and 

association of the oxide surface groups (Bard, 1980).  

According to Eq. (4), the threshold voltage of an ISFET 

is the sum of the threshold voltage of the MOSFET and the 

chemical part in which all terms are constant except 0  which 

represents a chemical input parameter that depends on pH of 

electrolytic solution. It is clear that the main goal in ISFET 

applications is to represent the relation between 0  and pH of 

the solution. In that purpose is utilizing the site- binding model 

considering silanol and amine groups as two possible kinds of 

binding sites (Bergveld, 2003). 
Let us point out that for an ISFET, gate to source voltage 

GSV  is kept constant while the threshold voltage contains the 

variable input signal. On the other side, in the case of 

MOSFET, TV  is assumed to be constant and GSV  is the 

variable. However, in the basic electronic conception this 

difference will give no complications, because the so-called 

effective voltage defined as GS TV V  can be seen in both cases 

as the actual input variable. 

SITE – BINDING THEORY AND ELECTRICAL 

DOUBLE LAYER  

Due to relative large radiuses and thermal motion, the 

ions of the dissolved species of the electrolyte cannot approach 

to the insulator surface (Yates, 1974). Opposite, hydrogen ions 

H+ can approach to the surface of the insulator because they 

are small and not hydrated by water molecules. These ions can 

be accepted by amphoteric Si –OH sites that exist at the 

surface of the sensing SiO2 insulator. As a result, the Si –OH 

sites became protonated, positively charged surface sites, 

i.e. 2
 

 
Si OH .  On the other side, the surface amphoteric 

sites can also donate H+ ions to the electrolyte becoming 

deprotonated, negatively charged ones  
 
Si O . The 

exchange of H+ ions between the electrolyte and the reactive 

surface sites can be described by following chemical reaction’s 

equations (Bandizol, 2015): 
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; 

 

   

   

a

b

K
s

K
s

Si OH Si O H

Si OH H Si OH
                                    (5) 

Here aK  and bK  are respectively the acidic and basic 

equilibrium constants of the surface reactions, given by: 
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Where  
 sH  is the surface concentration of hydrogen ions. It 

is related to the bulk concentration  
 BH  through the 

Boltzmann relationship given by:  

0exp
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Since the pH of the solution is log  BH , taking the minus 

logarithm of both sides of equation (7) results in key equation 

for formulating the relation between the 0  to changes in the 

bulk pH:  

0

2.3
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                                                   (8) 

According site – binding theory, the reactions of the ions 

present in the electrolyte and positively or negatively charged 

active sites present at the insulator surface result in the change 

of the total value of the active site charge at the insulator 

surface. This further means that insulator surface is charged 

with the surface charge density 0  which depends on the ion 

concentration in solution, i.e. on pH value of the solution. Due 

to charge neutrality, 0  is balanced by an equal but opposite 

charge  dl  in the electrolyte. The charge  dl  originated from 

ions which form the electrical double layer. According to the 

Gouy-Chapman-Stern model, the double layer which is formed 

at the vicinity of the EI interface consists of the Stern layer and 

the Gouy-Chapman diffuse layer (Tarasov, 2012; Lee, 2009). 

The Stern layer contains the adsorbed ions and is further 

divided into Inner Helmholtz Plane (IHP) and Outer 

Helmholtz Plane (OHP). The name of these planes originated 

from the Helmholtz condenser model used as a first 

approximation of the double layer which is very close to the 

interface.  The IHP comprises of the counter ions specifically 

adsorb on the EI interface. The potential drop in IHP is 

23



 

PHYSICS 

considerably sharp depending on the ions concentration 

present there.  On the other side, the OHP is plane that passes 

through the centers of the hydrated non-specifically adsorbed 

ions at their distance of closest approach to the solid 

(Nakamura, 2011). The potential drop in OHP is less steep 

than in the IHP. Beyond the OHP the Gouy-Chapman diffuse 

layer extends into bulk of solution to the distance termed as 

Debye length, and represents the point to which the effect of 

the sensing surface is felt by the ions in the electrolyte.  

It is clear that double layer may be considered as two 

parallel plate capacitors with equivalent capacitance given by: 






st dl
e

st dl

C C
C

C C
                                                               (9) 

here stC  is constant capacitance called Stern capacitance and 

dlC  is the Gouy-Chapman diffuse layer capacitance. The value 

of  stC  is 20 μF/cm2, while dlC  is an order of magnitude 

greater than that. On the other side, the capacitance of the 

insulator layer oxC  is very low so the series of capacitances 

stC , dlC  and  oxC   results in a lower equivalent capacitance 

of the overall electrolyte-insulator-semiconductor (EIS) 

structure. As it is mentioned above, for electrolyte-insulator 

system holds the charge neutrality equation: 

0 0     e dlC                                                      (10) 

MODELING ELECTROLYTE – INSULATOR - 

SEMICONDUCTOR (EIS) STRUCTURE 

Based onsite – binding theory and the Gouy-Chapman-

Stern model, Bousse et al have modeled EIS system by 

introducing two parameters, pzcpH
 
and 

 
(Hazarika, 2017). 

The parameter pzcpH  represents the point of zero charge that 

means the electrical neutral insulator surface. In this case the 

number of positive 2
 

 
Si OH

 
and negative [ ]Si O surface 

sites per unit area must be equal, and according to Eq. (6) and 

Eq. (7) we can get: 

     
   

a
S B

b

K
H H

K
                                                (11) 

Taking the minus logarithm of both sides of Eq. (11) we can 

obtain: 

 
   

 
 

a
pzc
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K
pH log

K
                                               (12) 

The second parameter   is the buffer capacity defined 

as the quantity of a strong acid or strong base that is added to 

one liter of the solution for changing it by one pH unit. For 

better understanding, buffer is a compound that resists change 

in pH when a limited amount of acid or base is added to it. 

Based on that, the   can be expressed as the ratio of the 

change in the number of the charged surface groups to the 

change in the :spH  

 
 

S

d B

dpH
                              (13) 

where   0 / . B q  

The resulting equation for the potential drop 0  between 

the electrolyte and the surface of the insulator, for relative 

large value of   is given by: 

 0 2.3
1





 


T pzcu pH pH                  (14) 

In the case where the pH of the bulk solution is different 

from pzcpH  which usual value is 3, the insulator surface 

responses to that difference indicating how pH sensitive it is. 

Further, by using Eq. (10) for charge neutrality of EI system 

the effect of a small change in the surface pH on the change in the 

potential 0  can be expressed as: 

0 0 0

0
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By combining Eq. (15) with Eq. (7) the general 

expression for the pH sensitivity of insulator surface and, 

therefore ISFET device is obtained in following form: 

0 2.3
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with 
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ekTC

q
                                (17) 

The parameter   is a dimensionless sensitivity 

parameter of the ISFET gate insulator to pH of the bulk 

solution. Value of   varies between 0 and 1, depending on 

the 
 
and the effective capacitance eC . If  =1, the ISFET 

has a Nernstian sensitivity which is also the maximum 

achievable sensitivity (Lowe, 2015; Pijanowska, 2005). 

ISFET STATIC MODEL 

In Fig. 2 is shown the potential distribution in the EIS 

system along the y direction, normal to the interfaces. Here, by 

 d , 0  and  s are denote the electric potentials at the edge 

of diffuse layer (OHP), at the electrolyte - insulator interface, 

and at the semiconductor - insulator interface, respectively. 
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Fig. 2. Potential distribution in an EIS system along the 

direction normal to the interface. 

Equation of the charge neutrality of the EIS system can 

be expressed by following sum:  

0 0   dl sQ                      (18) 

where 0  
and  dl  

are the charge on the electrolyte - insulator 

interface and through the diffuse layer, respectively, while sQ  

is the charge density in the semiconductor and is given by: 

0
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Here  s  is dielectric permittivity of semiconductor; 0p  and 0n  

are the equilibrium concentrations of holes and electrons, 

respectively. Sign „plus” is taken for 0 s and “minus” for 

0 s  

Otherwise the charge density sQ   is related to 0  and 

 s through Gauss law (Passeri, 2015): 

 0  s ox sQ C                          (20) 

On the other hand, using a Gaussian surface which 

encompasses the charge  dl  
and passing through the Stern 

layer it holds (Wu, 2015): 

 0   dl st sC                      (21) 

Further, if the Stern layer and the diffuse layer are 

considered as two capacitors in series, the potential drop 0
 

between the solution and the insulator surface can be 

expressed as: 

0
0
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where dlC is the diffuse layer unit-area capacitance given by: 

1/2
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here w  is dielectric constant of water and 0c  is the solution 

concentration. 

Also, relationship between charge  dl  
and potential  d  

can be obtained by solving the Poisson equation in the diffuse 

layer, i.e. 

0 08
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Second, by considering two kinds of the binding sites on 

the insulator surface the surface charge density is given by: 
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Where sN
 
is the total number of available surface binding 

sites per unit area, while silN  and nitN
 
are that of silanol and 

primary amine sites and 
NK  is dissociation constants for 

positively charged amine sites.  

Combining the above equations give the potential 0  as 

function of hydrogen ion concentration in the solution (Jiao, 

2012): 
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This equation together with equation (7) show that the 

change in the pH of electrolyte leads to the change in the 

surface potential 0  which in turn leads to the change in the 

threshold voltage. In this way is obtained a set of equation that 

presents the base of the ISFET static model with two kinds of 

binding sites.   
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RESULTS AND DISSCUSION 

In this paper is consider an ISFET pH sensor with 

channel length 61.3 10 ; L m channel width 610W m  and 

effective insulator thickness 
84 10 . inst m  The concentration 

of acceptor atoms in region of channel is 
18 32 10 .  AN cm

 
The other parameter values used for simulation are shown in 

Table 1. 

Table 1. The parameter value used for simulation. 

aK  15.8mol l  

bK  963.1 10 mol l  

stC  5 22 10 F cm  

 0 0n inv p  15 32 10  cm  

T  300K  

in  10 31.43 10  cm  

w  50 

0c  0.015mol l  

soi  33 10 V  

OHPd  103 10 m  

Tu  26 mV 

 

Set of above equations was implemented in software 

package MATHEMATICA 11.0 to simulate the static behavior 

of ISFETs. Fig. 3. shows the drain current of SiO2-gate ISFET 

when the reference electrode was exposed to different pH 

electrolytes. The reference voltage and the drain voltage were 

kept at 2 V and 0.8 V, respectively. 

 

Fig. 3. The drain current of ISFET as a function of pH at 

2refV V
 
and 0.8DSV V . 

From Fig. 3. is clear that the drain current is almost 

constant for pH value from 2 to 4. It means that dI  is less 

sensitive to that pH region, which is corresponding to the point 

of zero charge pzcpH  at which the insulator surface is neutral, 

i.e. there is no net charge  0 0  . 

The drain current of considered ISFET device as a 

function of the applied gate (reference) voltage is presented in 

Fig. 4. The  d GSI V  curve in Fig. 4. has similar shape as at a 

regular MOSFET. In the other words, this curve shows that the 

ISFET is working same as a regular MOSFET but the 

threshold voltage is increased in the ISFET case what is 

expected in accordance with Eq. (4). 

 

Fig. 4. The drain current of ISFET as a function of the 

reference electrode voltage .GSV  

Fig. 5. shows the output  d DSI V  characteristics of 

considered ISFET device for three different pH values of the 

electrolytic solution. The reference voltage GSV
 
was kept to 

2.6 V. It is obvious that the drain current of ISFET device 

decreases such as the pH value of tested electrolyte increases. 

 

Fig.5. Drain current as a function of the drain to source voltage 

for pH value of 3 (green line), 7 (red line) and 11 (blue line).  
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CONCLUSION 

In this work, the static behavior of ISFET which is using 

as a pH sensor is studied. The considered device includes a 

SiO2-gate ISFET biased by the AgCl reference electrode, an n-

channel MOSFET whose gate is controlled by a controllable 

external voltage. Statistical behavior of analyzing device is 

described by the approximate analytical model based on 

charge and potential equations of an electrolyte – insulator - 

semiconductor structure. By solving these equations in regions 

of semiconductor channel, the insulator - electrolyte interface 

and the diffuse layer respectively, the drain current related of 

each pH is obtained.  The results obtained by implementation 

of the derived sets of equations in MATHEMATICA 11.0. 

confirm the prediction of sensitivity study that the drain 

current is less sensitive to pH of the electrolyte near the point 

of zero charge, 2<pH<4, in the case of SiO2-gate ISFETs. 

The described model can be applied to the ISFET with 

gate insulator and reference electrode made of the materials 

that differ from considered, standard case. Moreover, it can be 

broad to the ISFET device with appropriate selective 

membranes what the subject of some future paper. Further, the 

structure of the fundamental set of equations could be easily 

modified in order to describe, at the physical level, more 

complex phenomena.  
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